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1 Introduction

“Designing smart, predictable, and high-performance embedded solutions for next generation Cyber-Physical Systems.”

Modern Cyber-Physical Systems (CPS) are the next generation of engineered systems in which computing, communication, and control technologies are tightly integrated. Applications include system automation, the Internet of Things (IoT), smart buildings, smart manufacturing, smart cities, digital agriculture, robotics, and autonomous vehicles. The chair of Cyber-Physical Systems in Production Engineering was founded in September 2018.

In 2023, the research activities of the Chair focused on the following topics: a) design and implement novel resource management policies for embedded real-time systems running on high-performance heterogeneous platforms, b) develop new reinforcement learning architectures for CPS, c) design architectures for sandboxing controllers in CPS, and d) develop synthetic training paradigms for 6D pose recognition and policy learning in robotic manipulation.

2 Predictable and high-performance resource management of CPS on heterogeneous platforms

The widespread use of artificial-intelligence (AI) algorithms in many Cyber-Physical Systems (CPS) such as autonomous cars, drones, and smart robots has driven the integration of specialized hardware accelerators (e.g., GPUs, FPGAs) on high-performance multiprocessor boards. Towards ensuring safety and real-time requirements, these heterogeneous multiprocessor systems-on-chips (MPSoC) pose unprecedented challenges. In fact, the implementation of complex CPS using these platforms generates increasing volumes of real-time (e.g., imaging) data flows causing the hardware memory hierarchy (the DRAM, the interconnect, and the cache hierarchy, especially the last level cache shared among multiple cores) to become a bottleneck and a source of temporal unpredictability. This phenomenon is further aggravated by the presence of accelerators (GPUs/FPGAs) that can independently access memory with high-bandwidth requests. Traditional techniques to allocate and optimize the execution of real-time tasks on safety critical CPS do not consider the heterogeneity of the computing elements and the complexity of MPSoCs’ memory hierarchy. In addition, classical task models widely adopted in the real-time scheduling domain fail to capture the parallelization and heterogeneous computing needs of the new workloads.

On the application and deployment side, our research considers optimization and scheduling techniques to hide the complexity of the configuration space from the integrators, while enforcing isolation and ensuring the real-time properties of the workload. Problems under analysis are: the optimization of real-time task allocation under simultaneous consideration of cache-size, core, and bandwidth constraints (see [70]); the optimization of shared resources such as caches while simultaneously providing real-time guarantees(see [68]); scheduling of real-time resources on new classes of heterogeneous computing elements (see [69]).

At the integration level, developers and integrators are daunted by the task of finding the right trade-offs between selecting the appropriate scheduling policies, assigning real-time tasks to (heterogeneous) cores, selecting the size of cache partitions, and determining adequate bandwidth to allocate to each communicating resource. Our work tackles these challenges with techniques that could be rapidly adopted by the industry, and that aim to practically simplify the deployment of real-time workload on MPSoC without sacrificing neither predictability nor performance. On the platform side, we research, develop, and evaluate techniques to restore isolation and temporal predictability of safety critical software. We specifically target solutions (see [82, 81, 37]) that prove to perform well “in practice”, and we focus our integration effort at both Operating System (OS) and Hypervisor levels. Hypervisors (see [4, 59, 67, 25, 24]) have become the de-facto industry standard to ensure isolation in certified partitioned safety-critical systems, but do not provide satisfactory isolation and predictability properties when contention at cache, interconnect, and DRAM level is considered. To facilitate the evaluation and the adoption of these techniques by the industry, in addition to publications (see [49, 3, 88, 31, 65]), we actively participate in the development of open source hypervisors (see [9, 58]) to make the developed techniques not only readily available, but also supported by an active community [8]. On these topics, we also actively collaborate with highly skilled international teams [45, 77], which pursue objectives close to ours. We additionally actively develop open source real-time frameworks (see [74]) to improve the interoperability and exchange of results among international research groups.

In the remainder of this section, we present more details on our recent works [70, 68, 69, 49]. These papers are representative of our research efforts in 2023 towards predictable and high-performance resource management of CPS on heterogeneous platforms.
2.1 Minimizing Cache Usage for Real-time Systems [68]

The main benefit of cache partitioning in real-time systems is that it removes inter-task interference: preempting task will not evict the cached memory blocks of preempted task if both tasks use separate cache partitions. Cache partitioning can be implemented using specific hardware extensions (e.g., Intel’s Cache Allocation Technology [33] or ARM’s Lockdown by master [42]) or in software by exploiting address mapping between main memory and cache lines (e.g., cache coloring) [39]. However, if the task’s working set does not fit into the task’s private cache partition, the task will see an increased number of cache misses and, consequently, increased execution time. To mitigate this problem, various optimization techniques are used to allocate cache partitions of adequate size to tasks in function of their timing constraints.

Cache partitioning optimization methods for real-time systems focus on finding the cache partitioning under the assumption that all available cache segments can be allocated to the tasks. Despite the wealth of the literature, reducing cache usage is not part of the optimization criteria. However, for a variety of reasons, unrestrained cache usage might be of concern to embedded engineers. Multilevel caches often consume about half the processor energy [29], and choosing the processors with a last-level cache size fitting the application requirements or appropriately selecting its size can largely reduce power dissipation. Otherwise, the unallocated partitions can be used to improve the quality of service of the best-effort tasks. In the context of partitioned multi-core systems where the task-to-core allocation is fixed beforehand, the cache partitioning problem boils down, in fact, to minimize the cache usage of every core while ensuring its schedulability (see Figure 1). When a task-to-core allocation is not given, the cache minimization can be used as a sub-procedure in the task and cache co-allocation method.

An apparent solution at hand for minimizing the cache usage is to invoke iteratively one of the standard cache partitioning methods with a smaller (bigger) cache size at each step until the system becomes unschedulable (schedulable). Indeed, several cache allocation methods are easily amenable to this approach or can stop earlier when schedulability is guaranteed, and there is no point in further reduction of the system utilization (e.g., gradient descent for minimizing system utilization [36]). In this research, we also report such methods and describe the required modifications. On the other hand, some methods use remaining cache segments to allow faster convergence (e.g., branch-and-bound [5]), and specific approaches must be proposed. Moreover, restarting the search for each cache size without any knowledge of the previous iterations might not be particularly efficient, and certain proprieties of the schedulability tests, in particular, sustainability as suggested in [5], can be exploited to skip the redundant tests when going from one cache partition size to another.

In [68], we make the following contributions. For single-core preemptive scheduling, we formulate the cache minimization problem as an integer quadratically constrained program (IQCP), which can be solved optimally by a standard mathematical programming solver. To improve the
efficiency of the IQCP solution, we propose a guided local search (GLS) heuristic that can obtain near-optimal solutions in a fraction of the solver’s run time. Moreover, we apply the branch-and-bound (BB) and dynamic programming (DP) methods to the cache minimization problem. For single-core non-preemptive scheduling, we derive pseudo- and fully-polynomial time search algorithms that incorporate different schedulability tests. To evaluate the proposed methods, we conduct simulation experiments based on embedded programs to quantitatively compare different approaches in terms of their cache usage, schedulability ratio, and run time.

2.2 Co-Optimizing Cache Partitioning and Multi-Core Task Scheduling [70]

Nowadays, heterogeneous multiprocessor system-on-a-chip (MPSoC) platforms are routinely used for all those workloads that require performance, real-time capabilities, and limited size and power consumption. These workloads include, e.g., applications found in autonomous driving, intelligent robotics, and unmanned aerial vehicles domains. Towards guaranteeing real-time performance, these platforms pose an unprecedented challenge to the management of the memory hierarchy. With a focus on the core complex of such MPSoCs, sharing caches among cores prevents analyzing tasks in isolation, thus complicating an accurate estimation of the tasks’ worst-case execution times (WCETs). Unsurprisingly, therefore, to mitigate this problem, both software-based [44, 38] and hardware-based [80, 66] cache partitioning techniques have been exploited. Although effective, cache partitioning limits the amount of cache available to (groups of) real-time tasks. Therefore, the impact of cache partitioning on the WCET can be non-negligible for a cache-sensitive workload. This effect is illustrated in Figure 2, which reports the slowdown due to reduced cache availability of four benchmark applications. For example, kmeans is almost two times slower when it runs with a cache partition smaller than 256 KB instead of 1024 KB.

In [70], we study the integrated problem of (1) assigning real-time tasks to cores and (2) reserving cache for tasks running on each core. The goal is to achieve a solution where the tasks are schedulable, i.e., each task meets its real-time requirements, e.g., deadline. The main focus of the proposed optimization strategies is on non-preemptive fixed-priority (NP-FP) scheduling. We further assume that tasks are statically assigned to cores. Partitioned schedulers have simpler implementations and generally lower overheads [7], and non-preemption naturally separates computation from data management phases (e.g., [73]). Also, we assess the flexibility of our framework to support other scheduling policies such as preemptive and non-preemptive earliest deadline first (EDF). Given the interdependencies of the three sub-problems, viz., task allocation, cache partitioning, and schedulability analysis, we present an integrated solution to
improve the likelihood of establishing system schedulability. In particular, we propose a nested multi-layer, hybrid optimization framework to explore the interplay between the sub-problems. In this framework, (i) the outer layer partitions the shared cache, (ii) the middle layer allocates tasks, and (iii) the inner layer performs the schedulability analysis.

Although the selection of tasks is optimized for NP-FP scheduling, the multi-layer framework can be easily adapted to other scheduling policies by plugging in an appropriate schedulability test in the inner layer. To demonstrate this, we show experimental results under preemptive EDF (P-EDF) and non-preemptive EDF (NP-EDF) scheduling by using the tests adopted by [80] and [56, 10], without any modifications to the outer and middle layers. Results for NP-FP scheduling indicate that the performance of the framework depends on the cache-sensitivity of workloads with a schedulability improvement of up to 14.5% for tasks with low cache sensitivity and of up to 233.6% for highly cache-sensitive tasks, with an average improvement of 15.2%. NP-FP experiments also show that focusing on compatibility leads to better results (by 7.6% on average) than cache sensitivity. For P-EDF scheduling, the framework improves the schedulability by 8.7% on average compared to the approach in [80], while for NP-EDF scheduling, the average improvement is 19.2% compared to the techniques in [56, 10].

2.3 Schedulability Analysis of Sporadic Non-preemptive Gang Tasks on Hardware Accelerators [69]

Gang scheduling appeared as an efficient solution to the problem of job scheduling on highly parallel embedded architectures. Application threads grouped into a single gang are scheduled concurrently on distinct processing units. Scheduling them at the same time can avoid the overhead of context switching [79] or busy waiting at synchronization points [20] and help in utilizing the inter-thread cache benefit [34]. Due to the prohibitively expensive preemption cost of the hardware accelerators, running the gang tasks non-preemptively is often the only feasible solution. In [69], we propose new schedulability tests for fixed-priority non-preemptive gangs and show their applicability and potential on the Edge Tensor Processing Units (TPUs) [1].

Edge TPU is a custom ASIC designed for accelerating neural network inference on edge devices. It can improve the inference time by 30x compared with embedded CPUs [2]. Integrating Edge TPU accelerators into edge devices presents several challenges and can incur large memory and scheduling overhead if configured incorrectly. To investigate these issues, we benchmarked eight representative convolutional neural network models of various sizes on commercial off-the-shelf (COTS) Edge TPU hardware and outline some key findings related to real-time scheduling on multiple Edge TPUs.

Preemption cost. Edge TPU has small on-chip memory (8MB), thus limiting the size of the neural network model that can be stored in internal SRAM. Switching between different models causes a significant overhead as the model needs to be loaded into Edge TPU’s internal cache every time. This can be observed in our experiments by comparing the neural network inference latency with and without parameter loading. Take Inception-v1 [72] as an example. The average inference latency without parameter loading is 6.58 ms. However, it grows to 20.17 ms when including parameter loading time.

Parallel processing. Besides the context switch overhead, running models larger than 8MB on an Edge TPU requires fetching the model parameters from the main memory for every inference, which incurs a high memory transaction latency. One approach to avoid latency is to pipeline a large model with multiple Edge TPUs. The model is divided into multiple segments using the Edge TPU Compiler, and each segment runs on a different Edge TPU. Although a model can be segmented with as many Edge TPUs as one likes, using more accelerators does not necessarily mean better performance. Figure 3 shows the relationship between neural network inference
time and the number of Edge TPUs used by the networks. For a large network, e.g., ResNet-152 (57.53MB), having more Edge TPUs can indeed reduce inference time. However, for a small network such as Inception-v1 (5.72MB), the inference time increases with the number of Edge TPUs. This is because pipelining a model requires sending intermediate tensors from one Edge TPU to another and adds I/O latency.

**Memory space limitation.** It can be beneficial to change the number of segments of a model at run time when multiple models are executed on multiple Edge TPUs. However, a different segmentation of the same model generates a separate model executable file. This will occupy extra disk space and precious memory of the edge devices during run time. Given these trade-offs, we assume only one segmentation is used for each network model. We also assume that the segmentation is given by the system designer. Determining the optimal number of segments is out of the scope of this paper.

**Rigid non-preemptive gang.** In light of the above-discussed Edge TPU characteristics (high preemption cost, parallel execution, and constrained memory space), in [69], we propose to model neural networks running on Edge TPUs as non-preemptive rigid gang tasks. The non-preemptive execution avoids the slowdown caused by the model reloading. With pipelining, each neural network task can take more than one accelerator (intra-task parallelism). Such gang task runs simultaneously on a fixed number of distinct processing units in parallel as the model segmentation is fixed. In contrast to traditional multi-threaded scheduling, where the threads can execute independently between the synchronization points, gang scheduling starts all task threads simultaneously. While we believe that new customized scheduling policies can be proposed to efficiently overcome certain disadvantages of non-preemptive gang execution, in this work, we assume the traditional fixed-priority policy used in most embedded real-time applications and propose a gang task carry-in limitation technique to reduce the pessimism of the analysis.

To summarize, our paper [69] makes the following contributions:

- We present the first TPU-Pipelining runtime performance benchmarks on multi-TPU edge AI accelerators.
- We provide a linear-time utilization bound test for any work-conserving non-preemptive rigid gang scheduling.
- We propose two schedulability tests with quadratic and pseudo-polynomial complexity,
respectively, for non-preemptive fixed-priority (NP-FP) rigid gang scheduling.

- We demonstrate the effectiveness of our schedulability test on both synthetic data and Edge TPU benchmarks. Our proposed schedulability test can achieve up to 46.5% and 85.7% additional task sets schedulable on synthetic task sets and Edge TPU benchmarks, respectively, compared to the state-of-the-art non-preemptive gang schedulability analysis.

2.4 Arm MUCH: Full-spectrum hardware-event-based Armv8 application profiler [49]

Software profiling is a dynamic program analysis technique where a program’s behavior is modeled using data monitored at runtime. Hardware-based software profiling enables developers to better understand the execution of a program, monitoring how the hardware layer reacts to the application. The Arm architecture exposes Performance Monitor Units (PMUs) as architecture-specific, on-chip solution for low-overhead hardware event-based profiling. In this context, Hardware Event Monitors (HEMs) constitute the hardware events to be observed, and Performance Monitor Counters (PMCs) represent the actual architectural counter where the monitored information is stored. The Armv8 architecture defines a standard, common set of HEMs that should be present in any implementation, and a set of HEMs that could be optionally implemented by manufacturers.

Compared to other software profiling and debugging solutions (e.g., Arm CoreSight), Arm hardware-event-based profiling has low overhead and generates less execution interference in terms of resource usage and bus accesses. Unfortunately, extensive application profiling and monitoring using HEMs is limited by the low number of PMCs that are typically available on Arm boards. In fact, PMCs are often a magnitude order fewer than the HEMs that could possibly be monitored. Therefore, despite the standard availability of PMCs and HEMs on Arm-based platforms, monitoring the full hardware execution context observing one single run of an application (or a benchmark) is not possible. This limitation makes it extremely hard to understand the full hardware execution context from a single application or benchmark’s run.

MUltiCorrelation HEM reading and merging (MUCH) is a recent approach [78] that relies on statistical analysis to reconstruct the full-hardware application context across multiple runs of an application or benchmark. The approach has been developed to target explicitly complex multiprocessor systems-on-chip (MPSoC), where HEM monitoring and profiling is becoming progressively more important to master interference among mixed-criticality (real-time) applications [52]. In [78], the approach has been validated in a bare-metal setup (without operating system) on a PowerPC NXP T2080.

Given the increasing relevance of the Arm architecture for complex MPSoC used in safety critical automotive, industrial, and avionics domains, we propose Arm MUCH, an application profiler for the Armv8 architecture that adopts the MUCH-approach and runs on a complex operating systems such as Linux. With Arm MUCH we:

- Validate whether the MUCH approach can be applied to real-world Arm architectures together with a complex operating system such as Linux. Our results on a Raspberry PI 3 with Linux 5.9.93 confirm the applicability of the MUCH methodology to the Arm architecture even with a complex operating system.

- Contribute a framework for implementing MUCH on Armv8. In particular, we automated the HEM allocation at application runtime, the gathering of the retrieved data and performing the statistical MUCH methodology.
• Interface the Arm MUCH framework with multiple profiling technologies for Arm Linux, namely *perf*, *eBPF*, and inline assembly for manual HEMs allocation.

• Explore how to derive the minimal set of HEMs that best characterize an application. This enables confidence in capturing the key properties of an application despite the limited number of monitored PMCs.

• Implement AI-based HEM-prediction systems that use the statistical data retrieved by MUCH to reconstruct the complete set of HEMs inside one benchmark execution by forecasting all non-monitored HEMs.
3 Deep Reinforcement Learning for Cyber-Physical Systems

Deep reinforcement learning (DRL) is a promising class of learning algorithms to tackle complex optimization problems for planning and control of Cyber-Physical Systems through interactions with the environment alone. In the robotic control domain, DRL enables robots to master complicated tasks with impressive performances, e.g., locomotion, autonomous driving, and manipulation. However, the training of the DRL agents is typically sample inefficient and unsafe during the exploration. Moreover, the learned agents are parameterized with deep neural networks, which is hard to predict and verify, imposing safety risks for the deployment on physical-systems.

Recently, a research focus has been shifted to the integration of data-driven DRL and model-based policy, leading to a residual diagram, which holds the promise for dealing with complex dynamics while retaining the (provable and verifiable) advantages of the model-based approaches. Such a residual control diagram can take advantage of both model-based controllers and data-driven DRL, as the model-based policy can guide the exploration of DRL agents during training and regulate the behavior of the DRL controller. Meanwhile, the DRL controller learns to effectively deal with the uncertainties and compensate for the modelling errors faced by the model-based policies. Our recent research investigated the potentials of residual DRL for improving the safety-assurance and performance of the DRL-enabled cyber-physical systems.

Another related research project was focused on reducing training data demand in DRL multi-agent drone trajectory planning for IoT networks [14].

3.1 Safety-aware Residual Reinforcement for Reliable Cyber-Physical Systems [13]

DRL learns control policies from interacting with the environment to tackle the non-linearity and uncertainties presented in complex control tasks, achieving impressive performance. However, applying DRL to safety-critical autonomous systems remains a challenging problem. A critical reason is that the control policy of DRL is typically parameterized by DNNs, whose behaviors are hard to predict and verify, raising concerns about safety and stability.

DRL-enabled control systems should satisfy some safety constraints and also feature stability. Model-based approaches focus on constructing a safety set, and the DRL agent can only act in this constrained space. According to this direction, the control Lyapunov function (CLF) is often used to constrain the state space with the objective that all actions will lead the system towards a stable point. However, finding such CLF is often a challenging task for nonlinear systems. Given the desired safety specification, one can also leverage the control barrier function and reachability analysis to certify the control command to satisfy the safety requirement. The approaches are mainly designed to ensure the system’s safety, whereas how to guarantee stability remains an open problem. Moreover, the model-based approaches are generally limited by modeling errors and rely on a more accurate dynamics model to expand the safety region.

Learning-based approaches aim to embed the knowledge of safety and stability during training, such that the agent is guided to learn to stabilize the system. In learning-based methods, some approaches aim to learn a Lyapunov function from sampled data and use it as an additional critic network to regulate the optimization of control policy toward decreasing the Lyapunov function. Alternatively, incorporating CLF constraint in the reward function encourages the agent to learn to stabilize the system close to the equilibrium point. Recently, researchers discovered that if the reward of DRL is CLF-like, the system controlled by a well-trained DRL agent can be proved to retain stability. Building on those findings, the challenges moving forward are twofold:
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Figure 4: The plot shows the diagram of the proposed Phy-DRL framework. It consists of a real plant, a physics-model-based controller, a DRL algorithm of actor-critic architecture, and a physics-model-guided reward module. The terminal control command is computed by taking the summation of the action generated from the model-based controller and the action output from the actor-network of DRL. The states, control actions and the reward computed from the Physical-Model-Guided Reward module are saved as training data for optimizing the critic and actor networks. The dashed lines indicate the additional procedures for training.

Figure 5: The plot illustrates the training progress with and without residual mechanisms. In the residual control diagram, the model-based control guides the exploration of the DRL, significantly improving the converging speed and leading to the enlarged reward (reduced cost).

Figure 6: The plot shows an example of state trajectories of the system controlled by the proposed Phy-DRL. The trajectory of Phy-DRL satisfies the introduced safety and stability conditions.

what is the formal guidance for constructing such CLF-like rewards for DRL, and how do we
regulate DRL to concurrently guarantee safety and stability?

Inspired by the residual control diagram, we propose a novel physics-model-regulated DRL framework to guide and regulate the pure data-driven approach using model-based knowledge, as shown in Fig 4. Specifically, we leverage Lyapunov stability theory with a linearized model to design a Lyapunov-like reward function that can encourage the DRL to learn to stabilize the system and stay within the safety envelope directly. Furthermore, we mathematically derive safety and stability testing conditions using model knowledge for guaranteeing safety. At last, we make the model-based controller and DRL work under the residual control diagram to output more robust control commands. We evaluate the effectiveness of the Phy-DRL on an inverted pendulum system. The experimental results suggest that the Phy-DRL features remarkably accelerated training and enlarged reward, as shown in Fig 6.

3.2 Residual Reinforcement Learning for High-Performance Cyber-Physical Systems

The domain of autonomous racing provides a challenging test bed for real-world applications of cyber-physical systems. In the F110 racing series [54], RC cars of 1/10 scale race (see Fig. 7) autonomously against the clock, pushing the car’s physics to its limits when tracking an optimized race line. Classical controllers for path-tracking, e.g., Pure Pursuit, only achieve adequate performance with tedious racetrack-dependent parameter tuning. Modern model-based controllers like model-predictive control require accurate vehicle models and have high computational requirements.

Figure 7: RC car used in the F110 racing series; equipped with LiDAR sensor.

In [76], we demonstrate that the use of residual policy learning (RPL) combines the reliability of classical control approaches with the adaptability of learning-based controllers in the context of simulated FITENTH racing. Our approach uses a pure pursuit controller [17] as the base controller, while the residual controller uses a model architecture as shown in Fig. 8. The residual part is trained with PPO [63] for 10 million interaction steps with the environment on nine different real-world replicated racetracks in parallel and evaluated on three additional, new racetracks. The residual head takes the common vehicle dynamics states as input as well as a 1D-LiDAR as an additional modality to learn an understanding of the car’s surroundings. We propose a new simplified reward term that maximizes the longitudinal velocity while penalizing
crashes and excessive lateral velocities; typically, other works [11] require a more complex reward
signal like lap progress to work well.

Our experiments show that compared to the base controller, adding the learned residual
part reduces lap times on the training race tracks by up to 7.06%; performance does not drop
when evaluated on the new test race tracks. Overall, the relative improvement in lap time is
4.55%. This evaluation demonstrates the capability of our proposed approach to generalize to
new racetracks with comparable performance to the results observed on the training racetracks.
A detailed analysis for the Sao Paulo racetrack in Fig. 9 shows that the residual controller
gains the lap time improvements in the curvey section; the controller has learned a sophisticated
turning behavior by decelerating until the curves’ apex and then accelerating strongly.

Figure 9: Action profile for the Sao Paulo racetrack.

We presented a new approach for vehicle control of autonomous racing cars using RPL with
zero-shot generalization capability to unknown racetracks. Additionally to an ablation study of
the design of the residual model, the envisioned future work will aim at exploring the applicability
of RPL to bridge the sim2real gap on real F110 cars.

3.3 Recurrent Network Architectures for Reinforcement Learning in
Highly-Interactive Multi-Agent Scenarios

Many cyber-physical systems interact with other agents/systems in multi-agent scenarios, e.g.,
warehouse robots and workers or autonomous vehicles with other road users. Defining the be-
havior of an agent in such scenarios is challenging due to the highly interactive decision-making;
decisions depend on negotiations and actions of the other agents.

Our work [75] proposes a recurrent learning scheme for multi-agent scenarios in autonomous
driving for efficient learning from bird’s-eye-view (BEV) state representations as shown in Fig.
10 called RecurrDriveNet. Learning in an interactive decision process is challenging because the
agents need to reason in a long-horizon manner while fixed-size state representation for varying
numbers of agents in the observed range of the ego vehicle must be found. Typically, a BEV
representation that encodes the other agents’ states into an image with multiple channels is
chosen.
Figure 10: Our approach takes BEV images to learn driving policies in a simulated CARLA environment. Utilizing a CNN-based encoder while ensuring temporal understanding via an RNN, we learn longitudinal control using a PPO agent that predicts throttle and braking commands.

With autonomous driving (AD) as a simulated testbed in CARLA, we evaluated a novel recurrent architecture for efficient DRL in AD based on semantic BEV maps that minimizes collisions with other road users and respects traffic rules. Long-term decisions are especially challenging in highly interactive scenarios, *e.g.*, the autonomous vehicle (AV) must decide to yield to another vehicle and stick to that decision until the other vehicle has passed. While previous works typically used frame stacking, *i.e.*, creating a history of previous observations, as shown in Fig. 11, we demonstrated that our recurrent architecture (see Fig. 12 using a long short-term memory (LSTM) unit) is advantageous, leading to improved learning behavior.

Figure 11: Frame-stacking of sequences. Figure 12: LSTM-based encoding of trajectories (ours).

The evaluation shows that our proposed RecurrDriveNet learns in one million steps to reduce infractions, *e.g.*, collisions with other vehicles or running red traffic lights, to a minimum. Our results also demonstrate that the agent’s performance is improved when encoding the BEV image into separate channels per property (see Fig. 13), *i.e.*, the multi-channel BEV encodes map geometry, future waypoints, traffic lights, ego vehicle, other vehicles, and pedestrians separately, instead of creating an RGB representation as shown in Fig. 14.

RecurrDriveNet causes less than one infraction per driven kilometer by interacting safely with other road users. As previous frame stacking-based approaches do not converge to safe driving
behavior in one million training steps, our work demonstrated the advantage of using recurrent architecture for efficient DRL in AD from BEV images.

Nowadays, many modern Cyber-Physical Systems are safety-critical in the sense that failure in these systems (e.g., collision) may result in catastrophic consequences [53]. Meanwhile, these systems are also security-critical and more prone to various security threats and challenges [62, 43] due to the tight interaction and large information exchange between their cyber and physical components. In this year, we start investigating the notion of secure-by-construction controller synthesis, which aims at synthesizing controllers in a correct-by-construction manner while enforcing desired safety and security properties simultaneously. In this line of research, we have two main results this year. Firstly, by leveraging the notion of (augmented) control barrier functions, we proposed a secure-by-construction scheme to synthesize controllers that provide formal safety and security guarantees over invariance properties and initial state opacity properties. Based on these results, we further propose, for the first time, a secure-by-construction architecture, namely Safe-sec-visor architecture, for sandboxing unverified AI-based controllers while still ensuring that the systems are both safe and secure.

4.1 Secure-by-construction synthesis via (augmented) control barrier functions

Focusing on safety- and security-critical CPS, we develop a secure-by-construction scheme for controller synthesis. This scheme generalizes the existing correct-by-construction controller synthesis paradigm by integrating security requirements with safety ones in the controller synthesis framework. Here, we consider an important class of security property called opacity [40, 27], which is concerned with the information flow of the CPS. Essentially, opacity is a confidentiality property that captures the plausible deniability of a system for its secret behaviors in the presence of a malicious outside observer (intruder). In other words, a system is said to be opaque if the system’s secrets cannot be revealed to an outside intruder based on the information flow. The concept of opacity was initially introduced in computer science literature [47] to study the performance of cryptographic protocols. Later on, various notions of opacity were proposed to capture different types of security requirements and information structures in discrete-event systems (DES) [40, 27, 6]. To the best of our knowledge, our work is the first result that introduces an abstraction-free scheme for synthesizing secure-by-construction controllers enforcing both safety and security properties simultaneously (i.e., in one-step) over control systems with continuous state and input sets. To achieve this goal, we propose notions of (augmented) control barrier functions (referred to as ACBF and CBF), based on which we construct secure-by-construction controllers enforcing both properties. Moreover, we introduce conditions as sum-of-square (SOS) constraints under which the desired (augmented) control barrier functions can be constructed.

To showcase the effectiveness of the control synthesis scheme, we apply it to synthesize a secure-by-construction controller for a car moving on a single-lane road, which can be modeled as

\[
\begin{bmatrix}
  x_1(k+1) \\
  x_2(k+1)
\end{bmatrix} =
\begin{bmatrix}
  1 & \Delta \tau \\
  0 & 1
\end{bmatrix}
\begin{bmatrix}
  x_1(k) \\
  x_2(k)
\end{bmatrix} +
\begin{bmatrix}
  \Delta \tau^2/2 \\
  \Delta \tau
\end{bmatrix} \nu(k),
\]

\[y(k) = x_1(k),\]

in which \(x = [x_1; x_2]\) is the state of the system, with \(x_1\) and \(x_2\) being its absolute position and velocity (in the road frame), respectively; \(u \in [-3, 3] \text{ m/s}^2\) is the acceleration of the car that is used as the control input; \(\Delta \tau = 0.1\text{s}\) is the sampling time; and \(y\) is the output of
Figure 15: The plausible deniability of a car in terms of its secret initial conditions.

Figure 16: Cross section of the level set associated with the ACBF, with $x_2 = \dot{x}_2 = 0$.

Figure 17: The level set associated with the CBF, trajectories of $x_1(k)$ and $x_2(k)$, and the corresponding input sequences $\nu(k)$.

the system that a malicious intruder can observe. Moreover, we are interested in the state set $X := [-10, 10] \times [-5, 5]$, initial set $X_0 := [2.7, 3.3] \times \{0\}$, secret set $X_s := [2.8, 3.2] \times \{0\}$, and unsafe set $X_d := ([−10, −5) \cup (6.5, 10]) \times ([−5, −3) \cup (3, 5])$. Accordingly, the safety specification requires that the position of the car should stay within the region $[-5, 6.5]$, while the absolute velocity should not exceed 3 m/s. The motivation of the desired security property is briefly explained as follows and depicted in Figure 15.

Consider a car moving on a single-lane road. We implicitly assume that the initial locations of the car contain certain secret information, where some confidential assignments might have been executed by the car. For example, the car might be a cash transit vehicle that transfers money initially from a bank to an ATM or a patient who was initially in a hospital but unwilling to leak private information to outsiders. Meanwhile, an intruder with $\delta$ measurement precision
Figure 18: A state-run $x_{x(0),\nu}$ of the system initiated from a secret location along with its equivalent ($\delta$-close output) trajectory $\hat{x}_{x(0),\nu}$ started from a non-secret region, i.e., $x(0) \in X_0 \cap X_s$ and $\hat{x}(0) \in X_0 \setminus X_s$. The shaded area in light blue is a $\delta$-band around $x_{x(0),\nu}$.

Figure 19: Safe-Sec-visor architecture for sandboxing AI-based controllers concerning both safety and security properties.

is observing the output (position) of the car remotely to infer whether the car initiated from a secret location. Hence, we aim to design a controller that enforces the system to avoid revealing its secret initial information to the intruder while ensuring safety.

Such a security property can be characterized by $\delta$-approximate initial-state opacity, where $\delta \geq 0$ captures the security guarantee level in terms of the measurement precision of the intruder. Here, we select $\delta = 0.64$. Then, we obtain a CBF $B(x)$ as in Figure 17 and an ACBF $B_O(x, \hat{x})$ as in Figure 16. To validate the obtained CBF and ACBF, we randomly selected 1000 initial states $x(0)$ from the initial state set $X_0$ and simulated the system for 150 time steps. For those $x(0) \in X_0 \cap X_s$, we randomly selected $\hat{x}(0)$ such that $(x(0), \hat{x}(0)) \in R_0$; for those $x(0) \in X_0 \setminus X_s$, we simply set $\hat{x}(0) = x(0)$ since the initial state itself does not contain any secret information. The trajectories of $x_1(k)$ and $x_2(k)$ and the corresponding input sequences $\nu$ are depicted in Figure 17, showing that the desired safety properties and input constraints are respected. Moreover, the desired 0.64-approximate initial-state opacity property is satisfied, since for each collected $x(0)$ and its corresponding trajectory $x_{x(0),\nu}$, there exists $\hat{x}(0) \in X_0 \setminus X_s$ and trajectory $\hat{x}_{x(0),\nu}$, in which $\hat{\nu}(k) \in U$, such that $\|h(x_{x(0),\nu}(k)) - h(x_{x(0),\nu}(k))\| \leq 0.64$ holds for all $k \in [0, 150]$. Here, we depict in Figure 18 an example of such pair of trajectories $x_{x(0),\nu}$ and $x_{\hat{x}(0),\nu}$.

4.2 Towards trustworthy AI via Safe-sec-visor architecture

Based on the secure-by-construction synthesis scheme discussed above, we now focus on those CPSs in which AI-based controllers are deployed. The past decades have witnessed remarkable
achievements in artificial intelligence (AI) in many domains, such as natural language processing and image recognition. In the near future, plenty of AI-based controllers are also expected to be deployed in modern cyber-physical systems (CPSs) to accomplish complex control missions; typical scenarios include autonomous driving vehicles and smart buildings [55]. Nevertheless, verifying many AI-based controllers, particularly those developed based on deep neural networks, is a challenging task shown to be nondeterministic polynomial-time complete (NP-complete) in general [19]. The lack of verifying AI-based controllers might lead to disastrous consequences in real-life CPSs regarding safety and security concerns.

Here, we aim at providing formal guarantees regarding safety and security simultaneously over those CPSs without formally verifying the AI-based controllers. Concretely, inspired by the results in [86, 83], we propose a new architecture utilizing the idea of sandbox [60], namely Safe-Sec-visor architecture (see Figure 19), for sandboxing AI-based unverified controllers. In particular, the proposed architecture consists of a safety-security advisor and a supervisor that contains a safety monitor and a security monitor. At run-time, the supervisor decides whether to deploy the AI-based controller to control the system based on the decision of the safety and security monitors. The safety monitor rejects the AI-based controller whenever it endangers the overall safety of the system. Similarly, the security monitor is in charge of rejecting those control inputs from the AI-based controllers that would result in a violation of the desired security properties. If the AI-based controller is rejected, the safety-security advisor is responsible for ensuring the overall safety and security of the system. Note that the safety-security advisor is supposed to be deployed as less as possible since it only focuses on keeping the system safe and secure, and we, therefore, need to exploit the functionalities offered by the AI-based controllers. To the best of our knowledge, we are the first who introduce an architecture for sandboxing AI-based unverified controllers to provide formal guarantees regarding safety and security properties simultaneously over control systems with continuous state and input sets. Here, it is also worth mentioning those existing results (e.g., [32, 35]) in which formal guarantees are achieved by appropriately incorporating the desired objectives in the reward functions when training AI-based controllers. Compared with these results, the desired safety and security properties are decoupled from the construction of the AI-based controllers in our proposed architecture. Therefore, our architecture can provide formal guarantees for any type of AI-based controllers regardless of their design.

To demonstrate the new architecture, we consider a case study in which a quadrotor tracks a series of changing targets on a 2-dimensional plane (x-y plane), as shown in Figure 20. Meanwhile, the positions of the quadrotor are observed by a malicious intruder, with an observation precision $\delta = 2$. Here, it is not desired to reveal to the intruder whether the quadrotor starts from the secret region $X_s$, since a quadrotor starting from the secret region $X_s$ indicates that the quadrotor belongs to a company and operates a special task. At the same time, due to air traffic regulations, the quadrotor is required to stay within a safety region $X_{safe}$.

By leveraging the feedback linearization technique in [23], the quadrotor can be modeled by

$$
x(k + 1) = Ax(k) + Bu(k) \\
y(k) = Cx(k), \quad k \in \mathbb{N},
$$

with

$$\begin{align*}
A & := \begin{bmatrix} 1 & \Delta t & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & \Delta t \\ 0 & 0 & 0 & 1 \end{bmatrix}, & B & := \begin{bmatrix} \Delta t^2/2 \\ \Delta t \\ \Delta t^2/2 \\ \Delta t \end{bmatrix}, & C & := \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 \end{bmatrix}.
\end{align*}$$
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With Safe-Sec-visor architecture & Without Safe-Sec-visor architecture & \\
Percentages of satisfying the safety properties & 100% & 0% \\
Percentages of satisfying the opacity properties & 100% & 71.66% \\

Table 1: Simulation results with and without using the Safe-Sec-visor architecture.

Figure 20: A quadrotor tracks a series of targets. Meanwhile, the positions of the quadrotor are remotely observed by a malicious intruder.

Here, $\Delta t = 0.1s$ is the sampling time; $x := [x_x; v_x; x_y; v_y]$ and $u := [u_x; u_y]$ denote the state and the control input of the quadrotor, respectively, with $x_i$, $v_i$, and $u_i$ being the position, velocity, and acceleration of the drone on the $i$ axis, $i \in \{x, y\}$, respectively; $y$ is the output of the systems, which can be remotely observed by a malicious intruder. Here, we consider the state set $X := [-120, 120] \times [-5, 5] \times [-120, 120] \times [-5, 5]$, initial set $X_0 := ([0.5, 0] \times \{0\} \times [-0.05, 0.05] \times \{0\}) \cup ([0, 0.5] \times [-0.85, 0.85] \times [-0.3, 0.3] \times [-0.85, 0.85])$, secret set $X_s := [0, 0.5] \times [-0.85, 0.85] \times [-0.3, 0.3] \times [-0.85, 0.85]$, and unsafe set $X_d := X \setminus ([-100, 100] \times [-3, 3] \times [-100, 100] \times [-3, 3])$ (note that $X_d := X \setminus X_{safe}$). In brief, the position of the quadrotor $(x_x, x_y)$ is required to be within the region $[-100, 100] \times [-100, 100]$, while the velocity of the quadrotor cannot exceed 3 m/s on both axis. Moreover, we consider the constraints for the control inputs as $u_i \in [-2, 2]$ m/s$^2$, with $i \in \{x, y\}$.

As for the AI-based controller, we deploy one that is supposed to enforce the quadrotor tracking a series of changing targets. Here, the AI-based controller contains a deep-neural-network-based (DNNs-based) agent, which is trained by leveraging DDPG algorithm [41] and works as a setpoint provider for low-level position controller, with $K = [1.4781; 1.7309]^T$. This agent takes the desired target, the current positions and velocities of the quadrotor as inputs and provides the position and velocity setpoints for the quadrotor. Note that we are not describing how to train the agent here since designing and improving the performance of AI-based unverified controllers are out of the scope of this paper. The AI-based controller deployed here is only for demonstration purposes. In particular, our architecture can be deployed to any “off-the-shelf” AI-based controller regardless of their performance, while a formal guarantee for ensuring the desired safety and security properties can still be provided.

For the simulation, we randomly selected 300 initial states $x(0)$ from the set $X_0 \cap X_s$ and...
simulated the system for 600 time steps (we are not considering those initial states in the set $X_0 \setminus X_s$ since the initial state there does not contain any secret information so that the desired initial-state opacity is satisfied trivially). The simulation results are summarized in Table 1 and depicted in Figures 21 and 22. When deploying the Safe-Sec-visor architecture, 30.78% of the control input provided by the AI-based controllers are accepted, while the desired safety and initial-state opacity properties are satisfied. In contrast, when the Safe-Sec-visor architecture is not deployed to sandbox the AI-based controller, all the trajectories violate the desired safety properties. Additionally, 28.34% of the trajectories reveal the fact that the quadrotor starts from the secret region. Here, we demonstrate one such trajectory in Figure 23 in which the reachable sets are computed using MPT3 [30].
Figure 23: A trajectory of the system without using the Safe-Sec-visor architecture. This trajectory reveals that the quadrotor started from the secrete region. Concretely, the distance between $y$ at time step $k = 18$ and the $k$-step reachable sets of the quadrotor is larger than $\delta = 2$ (the radius of the blue circle is 2).
5 Computer Vision for Robotic Manipulation

Vision-based perception provides promise for robots to understand working scenarios in complex manipulation tasks and thereby enhancing overall task success rates. However, training learning-based computer vision components need a huge amount of labeled data, which is expensive regarding time and labor cost. Our research leverages modern simulators to generate synthetic data for training. We aim to systematically examine the efficacy of synthetic training paradigms in preparing robotic systems for real-world manipulation tasks.

5.1 6D Pose Estimation for Robotic Grasping [12]

In the past year, significant progress has been made in the field of 6D pose estimation for robotic manipulation. Building on the existing foundation, the Chair of Cyber-Physical Systems in Production Engineering developed an integrated baseline 6D pose vision system and a Blender pipeline for generating synthetic data. These advancements have facilitated new methods for robotic grasping and manipulation.

![Figure 24: A two-stage pose estimation approach: object detection with YOLO-tiny followed by the 6D object pose estimation with PVN3D-tiny at the second stage.](image)

Key highlights of the year's work include:

- Development of an Integrated 6D Pose Estimation System: An efficient and effective system for 6D pose estimation was developed, integrating PVN3D with YOLO and optimized for real-time performance. This system is crucial for reactive robotic manipulation applications.

- Synthetic Data Generation Pipeline: A pipeline using Blender was created to generate large amounts of photorealistic RGBD images for objects of interest, some examples are shown in 25. This pipeline includes various domain randomization techniques to minimize the gap between synthetic and real data.

- Robotic Testbed and Experiments: A robotic testbed was completed, and experiments were conducted to validate the pose estimation system under different lighting conditions.
The experiments involved 750 grasping attempts on various objects, achieving a success rate of 87% (or 93% when excluding collisions not related to pose estimation).

- 6IMPOSE Framework: The "6IMPOSE" paper details the methodologies and technologies developed. The framework demonstrates the robustness of the system in various challenging scenarios.

Figure 25: From left to right: the five selected objects photographed, photo-realistically rendered, depth rendered and automatically generated grasp poses for the duck.

These advancements represent a significant step forward in the application of 6D pose estimation in robotics, particularly in the context of real-world scenarios and varying environmental conditions, as shown in Fig. 26.
5.2 Vision-Guided Policy for Gear Assembly [48]

In recent years, industrial robotic automation has witnessed many achievements. Nevertheless, a report conducted in North America and Europe suggests that only about 6% of robotic operational stocks are deployed for assembly tasks. Many assembly operations require high precision to avoid damaging the assembled parts. One such high-precision task is the assembly and meshing of gears. These components are used in many products, e.g., electronics, automotive, machining, etc. In general, gear assembly can be classified as an extended insertion problem, representing 35% of assembly tasks, but with the additional challenge of aligning the gear teeth, where high precision and flexibility are essential.

Typically, a gear assembly process involves searching and insertion. To complete these two procedures, conventional gear assembly relies on tedious position teaching, which has the limitations of time cost and low flexibility. Recent work leverages visual information and force/torque (FT) feedback in robotic assembly to avoid the reliance on tedious position teaching, achieving promising performance.

In this work, we aim to develop an efficient solution to realize the gear searching and insertion for high precision and flexible gear assembly tasks, as shown in Fig. 27. The assembly scenario consists of a placement tray with an initial gear, a Frank Emika Panda Robot, and a target platform mounted with a gear near the peg to be assembled. The robot has an RGBD camera on the wrist to observe the environment and a force sensor on the gripper to detect contact. This assembly aims to grasp a gear from the placement tray and insert it onto the peg to finish the
Figure 27: The figure provides an overview of the gear assembly task, with the objective of grasping a gear from the placement tray, observing the environment using the on-wrist RGBD camera, and inserting the gear held by the robot onto the peg using visual servoing with force feedback to complete the assembly process.

We propose a vision-guided two-stage approach with force feedback to solve the above gear assembly problem. Specifically, in the first stage, we use YOLO with depth information to roughly localize the object. With the coarse position, we can efficiently drive the robot using position control to reach the neighbor of the peg. As shown in Fig. 27-(b), after the first stage, the centers of the gear and peg are not aligned perfectly due to the perception error. Meanwhile, the camera loses the direct view of the peg, which imposes the challenge of obtaining the relative position of the peg. To address this problem, we propose a novel solution by training DRL agents to learn the underlying relative positions from partially visible target platforms in RGB images, as shown in Fig. 27-(c). Through interaction with the environment, DRL learns to output movement setpoints for position control to complete the insertion. During the whole pipeline, a force sensor is used to improve the robustness of the vision-guided assembly process. Specifically, we use force feedback to determine whether the gear touches the peg, which initiates the transition between the first and second stages. The force feedback also ensures the contact between the gear and peg for finishing the insertion. Furthermore, We explore DQN [50] algorithm with discretized action space and PPO [64] with continuous action space for the insertion to study the potential of the proposed method.

Training deep neural networks requires a large amount of data. To reduce the data collection effort on real robots, we adopt a sim-to-real approach to train YOLO, where the network is trained solely using synthetic data with domain randomizations and directly transferred to the real world. We pre-train the DRL agents in an offline interaction environment constructed using sampled
real-world data, and continually fine-tune in the real world to mitigate domain gap. The real-world experiments show that the proposed gear assembly approach with the proposed training pipeline can achieve high robustness and efficiency when tested in an industrial gear assembly task from arbitrary initial positions. The visualization of the trajectories of the proposed approach and the baseline is shown in Fig. 28.

Figure 28: The figure shows the trajectories of gear assembly from various initial starting points using different methods, where PPO achieves the most efficient performance with an average traveling score (ATS) of 1.3.
6 European Project: Intelligent Pedestrian Assistant to Everyone (IPA2X)

The Chair has been leading the EIT European Project "IPA2X" (www.ipa2x.eu). The project was executed during 2022 and finalized during 2023. Final activities for the project were completed in September 2023.

The project has been supported by EIT Urban Mobility an initiative of the European Institute of Innovation and Technology (EIT), a body of the European Union. EIT Urban Mobility acts to accelerate positive change on mobility to make urban spaces more liveable. The project was co-funded by EIT and had an overall budget of 1.1 million euros.

IPA2X addresses the problem of road traffic injuries and the lack of pedestrian safety, especially regarding people with disabilities or elderly people. IPA2X creates an alliance among the most important living labs on autonomous driving, research institutes and OEMs, to improve pedestrian crossings via the development of a new intelligent pedestrian assistant robot (IPA2X). More specifically, the intelligent autonomous rover facilitates crossing of intersections for children and elderly people, thus promoting zero accident cities by increasing their safety. The rover will reduce costs for traffic helpers currently used as risk mitigation. On the technical side the project features an autonomous zebra-crossing pedestrian assistant composed of:

- An intelligent rover equipped with cutting-edge technologies (next generation computing platform, artificial intelligence, 5G);
- Distributed sensing and increased awareness via vehicle to “X” (V2X) communication.
The rover interacts with incoming vehicles and the project develops an in-vehicle Human Machine Interface (HMI) and user interface to display warnings.

The pedestrian assistant robot has been demonstrated (including assessment of user-acceptance) with demos in the three partner cities (Milano, Modena, Ljubljana) and has achieved a considerable public reach (see www.ipa2x.eu for the relevant news/newspapers links).

In addition to the Technical University of Munich, the consortium consists of the following European partners: Cities: City of Milan and AMAT, Municipality of Modena, Av Living Lab Ljubljana; Companies: SKODA AUTO, Lifetouch Srl, Hipert Srl, Evidence Srl; Universities: Czech Technical University in Prague, Technical University of Munich.
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